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Abstract
Certifying solvers have long been standard for decision problems in Boolean satisfiability (SAT),
allowing for proof logging and checking with very limited overhead, but developing similar tools
for combinatorial optimization has remained a challenge. A recent promising approach covering a
wide range of solving paradigms is pseudo-Boolean proof logging, but this has mostly consisted of
proof-of-concept works far from delivering the performance required for real-world deployment.

In this work, we present an efficient toolchain based on VeriPB and CakePB for formally verified
pseudo-Boolean optimization. We implement proof logging for the full range of techniques in the
state-of-the-art solvers RoundingSat and Sat4j, including core-guided search and linear programming
integration with Farkas certificates and cut generation. Our experimental evaluation shows that
proof logging and checking performance in this much more expressive paradigm is now quite close to
the level of SAT solving, and hence is clearly practically feasible.
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1 Introduction

Combinatorial search and optimization is a major success story in computer science, and
the dramatic improvements in performance of combinatorial solvers over the last couple
of decades allow them to be used for solving large-scale real-world problems in model
checking [10], cryptanalysis [54], planning [64], kidney allocation for transplants [11, 12],
protein design [2, 44], and many other application domains. But modern solvers are highly
complex pieces of software, using sophisticated combinations of intelligent inference algorithms
driven by intricate heuristics, and it is well documented that even the most mature state-of-
the-art combinatorial solvers sometimes return “solutions” that do not satisfy the constraints,
or erroneously claim infeasibility or optimality [1, 14, 20, 37]. Such errors could potentially
have serious consequences for applications where correctness is a non-negotiable demand,
and in more complex settings, where combinatorial solvers are used to solve subproblems,
seemingly innocuous off-by-one mistakes can snowball into huge overall errors.

The Boolean satisfiability (SAT) community has pioneered the concept of certifying
solvers as the most successful approach to date to address this problem. Certifying solvers
do not only produce an answer, but also use proof logging to generate a machine-verifiable
mathematical proof that this answer is correct. Many different SAT proof logging formats
such as RUP [43], TraceCheck [9], GRIT [22], and LRAT [21] have been developed, with
DRAT [46, 47, 71] established as the de facto standard; for the past decade, proof logging
has been compulsory in the main track of the SAT competitions [63].

A big part of the success of SAT proof logging is that it is at the same time very easy to
implement and very efficient to check. In the DRAT format, all that is required for proof
logging is (essentially) for the solver to print the clauses it learns, meaning that the overhead

https://gitlab.com/MIAOresearch/software/cakepb
https://archive.softwareheritage.org/swh:1:rev:b29b4e967413ee4e8c3dcb1bbc78bd0d508d6817
https://zenodo.org/records/15628604
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of proof generation can be kept very small (say, less than 10% of solving time). Yet proof
checkers are so fast that the time spent on verifying solver claims is within an order of
magnitude of solving time, and can sometimes be made as efficient as solving at the price of
adding additional proof details as in LRAT proofs [61]. Many SAT proof formats also come
with formally verified proof checking backends [21, 22, 51, 66], meaning that the correctness
of the final verdict is guaranteed by state-of-the-art formal verification techniques.

Inspired by the success of SAT proof logging, over the years there have been numerous
attempts to develop proof logging in other combinatorial solving communities such as
constraint programming [28, 60, 69], mixed integer programming [18, 30], satisfiability
modulo theories (SMT) solving [3, 4, 8, 48, 65], model counting [15, 17, 36], and automated
planning [33, 34, 58]. However, most of these attempts have run into the problem that it
is hard to design simple proof systems that can support the full range of solver reasoning
techniques used. And if one instead provides specialized proof rules for different techniques,
then proof systems quickly become very complex, making efficient proof checking challenging.

In the last few years, pseudo-Boolean (PB) reasoning with 0–1 linear constraints has
emerged as a simple and yet expressive proof logging approach for a wide range of solving
paradigms and techniques such as SAT-based optimization (MaxSAT) [5, 6, 49], subgraph
solving [38, 39, 40], constraint programming [31, 41, 55, 56, 57], automated planning [27],
and dynamic programming [23]. Although having a single, unified proof logging method for
a large number of seemingly very different combinatorial paradigms appears quite attractive,
the actual performance in terms of proof generation and checking has remained at a proof-of-
concept stage, far from what would be required for deployment in production-grade software.
It seems fair to say that no combinatorial optimization paradigm has been able to deliver
proof logging with the efficiency corresponding to what is available for SAT decision problems.

In this work, we present—to the best of our knowledge, for the first time—highly efficient
and practical certified solving for a combinatorial optimization problem, thus going beyond the
decision problems considered in SAT solving. Using the pseudo-Boolean proof system VeriPB
together with the formally verified backend CakePB, we provide a toolchain for linear pseudo-
Boolean optimization with fully formally verified conclusions. We show how to implement
proof logging for the state-of-the-art pseudo-Boolean solvers RoundingSat [25, 26, 32] and
Sat4j [52], covering the full range of advanced techniques used in these solvers. For the main
bottleneck in previous pseudo-Boolean proof logging works, namely proof checking, we can
now provide formally verified conclusions within a factor 20 of the solving time, getting close
to the overhead factor of 9 traditionally required in the SAT competitions—this is orders of
magnitude faster than even the unverified proof checking in prior work.

To provide some perspective on why our work is a nontrivial contribution, let us briefly
explain how SAT proof logging works and why a similar approach is not possible for pseudo-
Boolean solving. The workhorse of SAT proof logging is so-called reverse unit propagation
(RUP) [43, 68]. If SAT conflict analysis produces a clause, say, C

.= x1 ∨ x2 ∨ x3, from the
current constraint database C, then in order to verify the correctness of this derivation it is
sufficient to assert the negation ¬C

.= x1 ∧ x2 ∧ x3 and check that so-called unit propagation
on the constraint database C leads to contradiction.

The concept of RUP can be generalized to pseudo-Boolean constraints [31], where it
means achieving integer bounds consistency, but RUP checks are not sufficient to certify
pseudo-Boolean solving. At the risk of getting a bit technical, consider the constraints

C1
.= 2x + 2y + 2z + u + v ≥ 5 (1)

C2
.= 2x + 2y + 2z + u + v ≥ 5 (2)

CP 2025
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and suppose that a pseudo-Boolean solver decides to set x = 0. Then the constraint C1
propagates y = z = 1, which leads to a conflict with C2. Division-based pseudo-Boolean
conflict analysis now weakens away u and v from C1 to get 2x + 2y + 2z ≥ 3, divides by 2 to
obtain x + y + z ≥ 2, and finally multiplies this constraint by 2 and adds to C1 to learn

C3
.= u + v ≥ 3 . (3)

It is easy to see that this learned constraint can never be satisfied for {0, 1}-valued variables,
and so the solver has derived contradiction and can terminate.

The details of the conflict analysis above are not too important, but the crucial observation
is that the learned constraint C3 cannot be verified by RUP, because none of the constraints
C1, C2, or ¬C3

.= u + v ≤ 2 causes any unit propagations. A more expensive check would
be to compute if the linear programming relaxation of these constraints yields an empty
polytope—this would be another way of showing that C3 follows from C1 and C2. But such
a check also fails here, since x = y = z = 1

2 and u = v = 1 is a fractional solution satisfying
C1, C2, and ¬C3. The point of this technical detour is to illustrate that SAT-style RUP
proof logging cannot be expected to work for pseudo-Boolean solvers, but instead we have to
provide much more explicit, syntactic, information about how solvers infer constraints.

Implementing proof logging for the state-of-the-art solvers RoundingSat and Sat4j presents
further challenges. In addition to pseudo-Boolean conflict analysis, which maps very naturally
to pseudo-Boolean reasoning steps, RoundingSat uses a number of more advanced techniques
for which it is much less obvious how to express the reasoning in terms of pseudo-Boolean proof
rules. In other cases, the natural proof logging approach turns out to lead to performance
issues, which have to be circumvented by using more complex solutions. Sat4j does not cause
as many problems in terms of different reasoning techniques, but has a much larger codebase
developed over more than two decades. Adding proof generation to this codebase, and finding
all the different places where the solver might, for instance, perform minor simplifications
of constraints that do not really change anything in terms of semantics but cause syntactic
checks to detect unexplained changes and fail, is highly nontrivial.

Our formally verified proof checking is performed in two stages, as is also commonly done
for SAT solving. In the first stage, the unverified checker VeriPB elaborates the proof to a
more restrictive format for which no search or propagation is required. This elaborated proof
is then checked by the formally verified backend CakePB. We have made significant efforts
to identify bottlenecks in proof elaboration and formal checking, and this work is a big part
of the explanation for why the whole verified proof checking workflow is now so efficient.

The rest of this paper is organized as follows. After reviewing the basics of pseudo-
Boolean reasoning and proof logging in Section 2, we discuss proof logging for advanced
solving techniques in Sections 3 and 4. In Section 5 we report on our work on optimizing the
proof logging and checking pipeline. We present our experimental evaluation in Section 6 and
provide some concluding remarks in Section 7. Some additional technical details regarding
our proof logging derivations are provided in Appendices A and B.

2 Preliminaries

We start with a condensed review of pseudo-Boolean reasoning, referring the reader to [13, 42]
for more details on VeriPB and to [16] for more on proof systems in general. This is followed
by a brief description of the concrete syntax and semantics of VeriPB proofs.



Koops, Le Berre, Myreen, Nordström, Oertel, Tan, and Vinyals 42:5

2.1 Pseudo-Boolean Reasoning and the Cutting Planes Proof System
We work exclusively with Boolean variables, i.e., variables taking values 0 or 1. A literal ℓ

over a variable x is either x or its negation x = 1− x. By a pseudo-Boolean (PB) constraint
we mean an inequality of the form C

.=
∑

i aiℓi ≥ A, where ai and A are integers (and where
we write .= to denote syntactic equality). We can assume without loss of generality that
constraints are written in normalized form [45] with all coefficients ai and the degree A being
non-negative, and all literals being over distinct variables. A pseudo-Boolean formula is a
conjunction F

.=
∧

j Cj of pseudo-Boolean constraints.
A substitution ω is a function from variables to literals or 0 or 1. We extend the domain

of substitutions to literals in the natural way by respecting the meaning of negation. For
a constraint C

.=
∑

i aiℓi ≥ A, we define C↾ω
.=

∑
iaiω(ℓi) ≥ A as the constraint where

we perform the substitution specified by ω (and simplify the resulting constraint). For a
formula F , we define F↾ω

.=
∧

j Cj↾ω. We sometimes write ℓ1 7→ ℓ2 for ω(ℓ1) = ℓ2 when the
substitution ω is clear from context or immaterial.

An assignment α is a substitution that maps literals to {0, 1} only. A partial assignment
can also leave literals ℓi untouched by mapping ℓi to itself. A partial assignment ρ extends
another partial assignment σ if ρ agrees with σ on all literals that σ maps to {0, 1}, i.e.,
if σ(ℓ) ∈ {0, 1} implies ρ(ℓ) = σ(ℓ). A (partial) assignment α satisfies a constraint C

.=∑
i aiℓi ≥ A if

∑
α(ℓi)=1 ai ≥ A (note that we assume here that C is written in normalized

form). An assignment satisfies a formula F
.=

∧
j Cj if it satisfies all its constraints, in which

case we call it a solution. The decision problem for the pseudo-Boolean formula F is to
determine whether F has a solution. In an optimization problem, we are additionally given
an integer linear objective f

.=
∑

i wiℓi that we want to minimize over all solutions to F .
We view the cutting planes proof system [19] as operating on pseudo-Boolean constraints

in normalized form. Our derivation rules, which all preserve solutions, are as follows. We
can always introduce the literal axiom ℓi ≥ 0 for any literal ℓi. Given two constraints
C1

.=
∑

i aiℓi ≥ A and C2
.=

∑
i biℓi ≥ B, we can add them to obtain C1 + C2

.=
∑

i(ai +
bi)ℓi ≥ A + B. For a positive integer c, we can multiply C1

.=
∑

i aiℓi ≥ A by c to get
c · C1

.=
∑

i(cai)ℓi ≥ cA, or divide by c and round to get
∑

i

⌈
ai

c

⌉
ℓi ≥

⌈
A
c

⌉
. Finally, we can

saturate a constraint
∑

i aiℓi ≥ A to obtain
∑

i min{ai, A}ℓi ≥ A.
The slack of a normalized constraint C

.=
∑

i aiℓi ≥ A with respect to a partial assign-
ment ρ is the sum of the coefficients of all non-falsified literals minus the degree, i.e.,

slack (
∑

i aiℓi ≥ A; ρ) =
∑

ρ(ℓi )̸=0 ai −A , (4)

and measures how close ρ is to falsifying C. If slack (C; ρ) < 0, then C is conflicting under ρ

and no extension of ρ can satisfy C. If ρ does not assign ℓi but 0 ≤ slack (C; ρ) < ai, then we
say that C propagates ℓi under ρ, since any extension of ρ that satisfies C must set ℓi = 1.

A unit constraint (or just unit) is a constraint ℓ ≥ 1. During unit propagation on F

under ρ, we iteratively extend ρ by assigning to 1 all literals ℓi that are propagated by a
constraint in F until either no further literals propagate or some constraint in F is conflicting.
In the latter case, we say that F propagates to conflict under ρ. The negation of a constraint
C

.=
∑

i aiℓi ≥ A is
∑

i aiℓi ≤ A− 1, which rewritten to normalized form becomes

¬C
.=

∑
i aiℓi ≥

∑
i ai −A + 1 . (5)

It is easy to verify that adding C and ¬C yields the contradictory constraint 0 ≥ 1. We say
that F implies C by reverse unit propagation (RUP) if F ∧ ¬C propagates to conflict (in
which case it is clear that any solution to F must also satisfy C).

CP 2025
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2.2 VeriPB Syntax and Semantics
We next discuss the syntax and semantics of the VeriPB implementation [70] in more detail.
The reader should be advised, however, that the presentation is streamlined and simplified
to cover precisely the subset of the VeriPB system that is needed for this paper.

VeriPB maintains a database of constraints C, where each constraint can be referred
to using a constraint ID that is a positive integer (assigned consecutively as the derivation
proceeds, with the first IDs 1, 2, . . . , S identified with the S pseudo-Boolean constraints in
the input formula). In our VeriPB code examples we will use displayed math equation labels
as constraint IDs for ease of reference, so that the constraint

C6
.= 2x1 + 5x2 + x3 ≥ 4 (6)

is referred to using constraint ID 6. To make it easier to refer to constraints, they can also
be assigned @-labels that refer to their integer IDs when they are derived.

Cutting planes derivations are written in reverse Polish notation prefixed by pol. VeriPB
uses ~ to represent negation, xi and ~xi for the literal axioms xi ≥ 0 and xi ≥ 0, and +, *, d,
and s for addition, multiplication, division, and saturation, respectively. In addition, VeriPB
supports literal weakening (denoted by w), which eliminates a term aℓ from a constraint by
adding a · (ℓ ≥ 0) (where we note that ℓ and ℓ cancel to leave an additive 1 when added since
ℓ + ℓ = 1 must always hold). To illustrate all of what has been said so far, the line

@newconstr pol 6 s ~x2 2 * + x3 w 2 d x1 + x2 ≥ 1 (7)

first saturates constraint C6 (yielding 2x1 + 4x2 + x3 ≥ 4), then takes the literal axiom
x2 ≥ 0, multiplies it by 2 and adds it (yielding 2x1 + 2x2 + x3 ≥ 2), then weakens on x3 by
adding the literal axiom x3 ≥ 0 (yielding 2x1 + 2x2 ≥ 1), and finally divides by 2. The end
result is the constraint x1 + x2 ≥ 1, which is stored in the constraint database with the next
available ID 7, and the (optional) label @newconstr functions as an alias for this number in
the rest of the proof. In our example derivations, we write out the derived constraint on the
right for clarity, but stating this constraint is not part of the VeriPB syntax for pol lines.

Reverse unit propagation (RUP) steps can be annotated with information about which
constraints propagate to contradiction, as in LRAT [21], or stated without such information,
as in DRAT [71]. Thus, the line

rup +1 x2 >= 1 ; 6 x2 ≥ 1 (8)

derives x2 ≥ 1 after successful unit propagation to conflict on {2x1 + 5x2 + x3 ≥ 4, x2 ≥ 1},
i.e., the constraint 6 together with the negation of x2 ≥ 1. Without the annotation 6,
VeriPB would instead propagate on the full constraint database and the negation of x2 ≥ 1
(which will always work, but might be less efficient). VeriPB also supports simple syntactic
implication ia, which checks whether a specified constraint C can be derived from a single
constraint in the database by adding literal axioms and saturating. A constraint ID can be
added as an annotation to specify which concrete constraint syntactically implies C.

All derivation rules described so far are convenient shorthands for cutting planes deriva-
tions, but VeriPB also has two strengthening rules for deriving non-implied constraints that
are guaranteed not to change the satisfiability status or optimal value of the input. We will
not need the dominance-based strengthening rule in this paper, and so we ignore it and focus
instead on the redundance-based strengthening, or redundance for short. A constraint C is
inferred by redundance by specifying a witness substitution ω and proving the implication

C ∪ {¬C} ⊨ (C ∪ {C})↾ω ∪ {f↾ω ≤ f} (9)
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by providing cutting planes subproofs of all constraints on the right-hand side (which we
refer to as proof obligations). In practice, many of these subproofs can be omitted since
VeriPB will infer them automatically by, e.g, RUP or syntactic implication. As an example,
if y1 is a fresh variable that has not appeared in the derivation before, then we can define y1
to imply 2x1 + x2 + x3 ≥ 3 by the derivation step

red +3 ~y1 +2 x1 +1 x2 +1 x3 >= 3 ; y1 -> 0 3y1 + 2x1 + x2 + x3 ≥ 3 (10)

introducing the constraint (10), which has the intended meaning since y1 = 1 clearly forces
the inequality 2x1 + x2 + x3 ≥ 3 to hold. This derivation step is valid since the witness
ω = {y1 7→ 0} only affects the new constraint 3y1 + 2x1 + x2 + x3 ≥ 3, which it fixes to true,
and all other proof obligations are identical to the premises on the left-hand side or vacuous.
In general, any subproofs required are provided after the witness specification delimited by
begin and end. In case only one proof obligation needs an explicit proof and this proof only
uses one constraint from C, we will refer to that constraint as the justification.

When the witness is empty, the redundance rule allows to derive a constraint C using
proof by contradiction. Namely, in this case one of the required implications to prove is
C ∪ {¬C} ⊨ C, which since C + ¬C

.= 0 ≥ 1 is equivalent to deriving contradiction.
Solutions to the input formula F can be specified using the sol rule, which checks if the

specified assignment is a valid solution. For an optimization problem with objective function
f

.=
∑

i wiℓi to be minimized, the soli rule also adds a solution-improving constraint∑
i wiℓi ≤ −1 +

∑
i wi · α(ℓi) (11)

to the constraint database (but in normalized form), which enforces that all future solutions
will yield a better objective value than α.

A VeriPB proof for the decision problem for F should establish either satisfiability by
logging a solution to F or else unsatisfiability by deriving contradiction (in the form of a
constraint that has negative slack with respect to the empty assignment). For a (feasible)
optimization problem, a proof that the optimal value of the objective f lies in the interval
[LB, UB] should log a solution α to F achieving f(α) = UB and derive a constraint f ≥ LB.

3 Proof Logging for Linear Programming Integration

Proof logging for the basic conflict-driven search in the pseudo-Boolean solvers RoundingSat
and Sat4j is relatively straightforward, since both solvers use the cutting planes proof
system for their conflict analysis. However, RoundingSat is tightly integrated with a linear
programming (LP) solver [25], which adds extra complications as explained in this section.

Most aspects of the LP reasoning in RoundingSat can be expressed in terms of (positive)
linear combinations of constraints and can therefore be logged directly with pol lines, and
Chvátal-Gomory cut generation is the same as cutting planes division. However, mixed-
integer rounding (MIR) cuts [53] are not natively supported by the VeriPB proof system, and
the cut generation procedure turns inequalities into equalities by introducing non-Boolean
integral slack variables, which cannot be directly expressed in the proof system.

As shown in [25], the MIR cut with divisor d ∈ N+ applied to
∑

i aiℓi ≥ A yields∑
i

(
min {ai mod d, A mod d}+

⌊ai

d

⌋
(A mod d)

)
ℓi ≥

⌈A

d

⌉
(A mod d) , (12)

which is in general stronger than the constraint∑
i

(⌈ai

d

⌉
(A mod d)

)
ℓi ≥

⌈A

d

⌉
(A mod d) (13)

CP 2025
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that we obtain by cutting planes division from
∑

i aiℓi ≥ A with divisor d and then multiplying
by A mod d, which we call the multiplier of the MIR cut. To see this, note that when
0 < ai mod d < A mod d, (12) has a smaller coefficient for the literal ℓi than (13).

We illustrate with an example how MIR cuts are generated in RoundingSat. As input,
consider the two constraints

C14
.= 4x1 + 7x2 + 5x3 + 3x5 ≥ 9 , (14)

C15
.= 3x1 + 2x2 + 2x4 ≥ 3 , (15)

and suppose that the multipliers are λ14 = 1 and λ15 = 4, the divisor is d = 5, and
P = {x1, x4} is the set of variables on which we partially weaken (i.e., add literal axioms to
reduce the coefficients to the largest multiple of the divisor d). For purposes of computation,
we introduce an integral slack variable sj ≥ 0 for each constraint Cj to obtain the equalities

C ′
14

.= 4x1 + 7x2 + 5x3 + 3x5 − s14 = 9 , (16)
C ′

15
.= 3x1 + 2x2 + 2x4 − s15 = 3 . (17)

We take the linear combination∑
jλjC ′

j
.= 16x1 + 15x2 + 5x3 + 8x4 + 3x5 − s14 − 4s15 = 21 (18)

and continue working on the greater-than-or-equal part of this equality. Partially weakening
on x1 and x4 by adding x1 ≥ 0 and 3 · (x4 ≥ 0) yields

15x1 + 15x2 + 5x3 + 5x4 + 3x5 − s14 − 4s15 ≥ 17 . (19)

Next, we apply a MIR cut with divisor d = 5 to get the inequality

6x1 + 6x2 + 2x3 + 2x4 + 2x5 − s15 ≥ 8 . (20)

For later use, we note that the multiplier of this MIR cut is H = (−3) mod 5 = 2. To obtain
the final cut, we subtract C ′

15 to cancel the integral slack variable s15, which yields

3x1 + 4x2 + 2x3 + 2x5 ≥ 5 . (21)

Our formal VeriPB derivation of the MIR cut (21) is a proof by contradiction starting from
the negation of this constraint, which is

3x1 + 4x2 + 2x3 + 2x5 ≥ 7 . (22)

We first add λ14 = 1 times C14, but we postpone adding C15. Intuitively, this is done in
order to be able to compensate for the subtraction later. In general, we add λjCj for all j

such that λj ≤ H, where H is the multiplier of the MIR cut. This results in the constraint

x1 + 3x2 + 3x3 + x5 ≥ 5 . (23)

Next, we partially weaken on the variables in P , to reduce their coefficients to the largest
smaller multiple of d−H = 3. In this case, we add x1 ≥ 0, which yields

3x2 + 3x3 + x5 ≥ 4 . (24)

Now we divide by d−H = 3, add H = 2 times this to (22), and finally add C15, which yields
the sequence of constraints

x2 + x3 + x5 ≥ 2 (25)
3x1 + 2x2 ≥ 5 (26)

2x4 ≥ 3 (27)
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ending with contradiction, establishing correctness of the cut (21). In general, we add
(d− λj)Cj for all j such that λj > H. The code fragment

red +3 x1 +4 x2 +2 x3 +2 x5 >= 5 ; ; begin 3x1 + 4x2 + 2x3 + 2x5 ≥ 7 (28)
pol 28 14 + x1 + 3x2 + 3x3 + x5 ≥ 5 (29)
pol 29 ~x1 + 3 d x2 + x3 + x5 ≥ 2 (30)
pol 28 30 2 * + 15 + 2x4 ≥ 3 (31)

end 3x1 + 4x2 + 2x3 + 2x5 ≥ 5 (32)

shows how the MIR cut example can be formalized as a valid VeriPB derivation.
In Appendix A, we describe how proof logging for MIR cuts is done in full generality.

4 Proof Logging for Pseudo-Boolean Core-Guided Optimization

RoundingSat solves optimization problems using linear search, core-guided search, or a
“hybrid” combination of the two [26]. Proof logging for linear search is straightforward,
since the solution-improving constraint added by the solver is what is derived by the soli
rule. For core-guided optimization the proof logging is more complicated, but we explain by
example below. The overall approach is similar to core-guided optimization in MaxSAT [6],
from which the technique has been imported, but the details differ significantly since the
solver deals with general pseudo-Boolean constraints rather than clauses. Pseudo-Boolean
constraints in the VeriPB code examples of this section are mathematically formatted to
improve clarity, which is not correct VeriPB syntax.

Consider a minimization problem with objective function fo
.= x1 + 2x2 + 3x3 + 4x4 +

5x5 + 6x6. We initially have an implicit lower bound fo ≥ 0.
We begin by running the solver with an additional assumption that fo = 0, equivalently

x1 = . . . = x6 = 0. We either find a solution, which must be optimal, or our assumption is
too strong. In that case the solver finds a conflict, say 3x2 + 2x3 + x4 + x5 ≥ 4, which we
derive with some proof line

pol (...) 3x2 + 2x3 + x4 + x5 ≥ 4 (33)

as done for conflict analysis. Such a core constraint shows that the assumptions are incon-
sistent with the input formula. We then turn the core constraint (33) into a cardinality
constraint, also called a cardinality core. The most obvious way to do so is to divide by the
largest coefficient in the constraint, but it is possible to obtain stronger cardinality constraints
through a more complicated algorithm. All of these algorithms can be logged as a sequence
of weakening, saturation, and division steps. In our case, the derivation step

pol 33 3 d x2 + x3 + x4 + x5 ≥ 2 (34)

divides by 3 to get x2 + x3 + x4 + x5 ≥ 2. We proceed to rewrite the objective using the
cardinality core (34). To do so, we introduce two new slack variables y3 and y4 so that we can
write x2 +x3 +x4 +x5 = 2+y3 +y4. Equivalently, writing ∆1

.= x2 +x3 +x4 +x5−(2+y3 +y4),
we have ∆1 = 0. We log the two sides of this equality using the redundance rule. We first
log the at-most constraint ∆1 ≤ 0 with witness y3 = y4 = 1 and trivial justification. Then
we log the at-least constraint ∆1 ≥ 0 in two steps, with witnesses y3 = 0 and y4 = 0, and
justifications the cardinality core (34) and the previous step (36):

red x2 + x3 + x4 + x5 ≤ 2 + y3 + y4 ; y3 -> 1 y4 -> 1 (35)
red x2 + x3 + x4 + x5 ≥ 2 + y3 ; y3 -> 0 (36)
red x2 + x3 + x4 + x5 ≥ 2 + y3 + y4 ; y4 -> 0 (37)
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To speed up search we give slack variables the additional meaning that yj is true if and only
if x2 + x3 + x4 + x5 ≥ j. We do so with an ordering constraint of the form y3 ≥ y4, which
we derive using the redundance rule and witness swapping y3 and y4:

red y3 ≥ y4 ; y3 -> y4 y4 -> y3 (38)

We then proceed to rewrite the objective to fr
.= fo −∆, where ∆ .= 2∆1 is the difference

between the reformulated and original objectives. The multiplier 2 is the largest number that
keeps all coefficients of fr positive. The new objective is fr

.= x1 + x3 + 2x4 + 3x5 + 6x6 +
2y3 + 2y4 + 4, and, because ∆ = 0, it is equivalent to the original objective. Furthermore,
the new objective contains a constant term 4, which gives us a lower bound of 4. We log
the global reformulation constraint ∆ ≥ 0 as 2 times (37), then log the objective lower bound
fo ≥ 4 by first logging the trivial constraint fr ≥ 4 and then adding ∆ ≥ 0:

pol 37 2 * 2x2 + 2x3 + 2x4 + 2x5 ≥ 4 + 2y3 + 2y4 (39)
rup x1 + x3 + 2x4 + 3x5 + 6x6 + 2y3 + 2y4 ≥ 0 (40)
pol 40 39 + x1 + 2x2 + 3x3 + 4x4 + 5x5 + 6x6 ≥ 4 (41)

At this point we run the solver with assumptions xi = yi = 0 again. Suppose that we now
obtain a conflict constraint x4 + x5 + x6 + y3 ≥ 1, which is already a cardinality core.

We now have ∆2
.= x4 + x5 + x6 + y3− (1 + z2 + z3 + z4). We introduce at-most, at-least,

and ordering constraints:

red x4 + x5 + x6 + y3 ≤ 1 + z2 + z3 + z4 ; z2 -> 1 z3 -> 1 z4 -> 1 (42)
red x4 + x5 + x6 + y3 ≥ 1 + z2 ; z2 -> 0 (43)
red x4 + x5 + x6 + y3 ≥ 1 + z2 + z3 ; z3 -> 0 (44)
red x4 + x5 + x6 + y3 ≥ 1 + z2 + z3 + z4 ; z4 -> 0 (45)
red z2 ≥ z3 ; z2 -> z3 z3 -> z2 (46)
red z3 ≥ z4 ; z2 -> z4 z3 -> z2 z4 -> z3 (47)

We rewrite the objective again, with ∆ .= 2∆1 + 2∆2. The new objective is fr
.= x1 + x3 +

x5 + 4x6 + 2y4 + 2z2 + 2z3 + 2z4 + 6. We derive the global reformulation constraint ∆ ≥ 0
from the previous global reformulation constraint, and then we log the lower bound fo ≥ 6:

pol 39 45 2 * + 2x2 + 2x3 + 4x4 + 4x5 + 2x6 ≥ 6 + 2y4 + 2z2 + 2z3 + 2z4 (48)
rup x1 + x3 + x5 + 4x6 + 2y4 + 2z2 + 2z3 + 2z4 ≥ 0 (49)
pol 49 48 + x1 + 2x2 + 3x3 + 4x4 + 5x5 + 6x6 ≥ 6 (50)

We run the solver with assumptions xi = yi = zi = 0 yet another time. Suppose that
these assumptions extend to a solution. We log the solution using soli and obtain the
objective upper bound fo ≤ 6, completing the proof.

Expert readers may note that in practice it is too slow to introduce all the slack variables
when we reformulate the objective, and we need to introduce variables lazily instead. This
means that when we find the first cardinality core, we only introduce y3. Therefore, we define
∆(1)

1
.= x2 + x3 + x4 + x5 − (2 + y3), where the notation ∆(j)

i refers to the i-th cardinality
core after j slack variables have been introduced. We log constraints encoding that y3 is true
if and only if x2 + x3 + x4 + x5 ≥ 3 is true. We first log the at-most constraint encoding that
x2 + x3 + x4 + x5 ≥ 3 implies y3

red x2 + x3 + x4 + x5 ≤ 2 + 2y3 ; y3 -> 1 (51)
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with witness y3 = 1 and trivial justification, and then the at-least constraint encoding that
y3 implies x1 + x3 + x4 + x5 ≥ 3, or equivalently ∆(1)

1 ≥ 0,

red x2 + x3 + x4 + x5 ≥ 2 + y3 ; y3 -> 0 (52)

with witness y3 = 0 and justification the cardinality core (34).
We rewrite the objective to fr

.= fo−∆ with ∆ .= 2∆(1)
1 . Observe that we no longer have

∆ = 0 but only ∆ ≥ 0, therefore all we can say about the objective is fo ≤ fr. Nevertheless,
this is enough to derive a lower bound on the objective.

Suppose that our next core constraint is x4 + x5 + x6 + y3 ≥ 1. We now have ∆(1)
2

.=
x4 + x5 + x6 + y3 − (1 + z2). We introduce at-most and at-least constraints:

red x4 + x5 + x6 + y3 ≤ 1 + 3z2 ; z2 -> 1 (53)
red x4 + x5 + x6 + y3 ≥ 1 + z2 ; z2 -> 0 (54)

Since y3 appears in this cardinality core and will disappear from the objective, we
introduce y4 and extend ∆(1)

1 to ∆(2)
1

.= x2 + x3 + x4 + x5 − (2 + y3 + y4). We first log the
at-most constraint with witness y4 = y3 and justification the previous at-most constraint (51),

red x2 + x3 + x4 + x5 ≤ 2 + y3 + y4 ; y4 -> y3 (55)

and then the at-least constraint with witness y4 = 0 and justification the previous at-least
constraint (52).

red x2 + x3 + x4 + x5 ≥ 2 + y3 + y4 ; y4 -> 0 (56)

We derive the ordering constraint from previous constraints instead of by redundance, as
there might be constraints containing y3 which are not obvious to derive under the witness:

pol 56 51 + y3 ≥ y4 (57)

We rewrite the objective to fr
.= fo−∆ with ∆ .= 2∆(2)

1 + 2∆(1)
2 . As ∆(1)

1 has been extended
to ∆(2)

1 , we cannot obtain the new global reformulation constraint from the previous global
reformulation constraint, therefore we rederive it from scratch.

pol 56 2 * 54 2 * + 2x2 + 2x3 + 4x4 + 4x5 + 2x6 ≥ 6 + 2y4 + 2z2 (58)

Assuming that we next find an optimal solution, we complete the proof analogously to
the eager case.

We provide proofs of correctness and some further constructions in Appendix B. Most
importantly, we touched on eager and lazy sum encodings, but we also support a third
reified encoding. Additionally, if we have upper bounds on the objective, we can use that
information to derive unit constraints by hardening, and to derive upper bounds on cores,
which in turn can be used to derive stronger at-most constraints and stop extending lazy
variables earlier.

5 Implementation

In this section, we discuss our work on implementing proof logging in the pseudo-Boolean
solvers Sat4j and RoundingSat, and how we have optimized the proof checkers VeriPB and
CakePB to get close to the levels of SAT proof logging performance.
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5.1 Proof Logging in Sat4j
The solver Sat4j [52] for SAT and pseudo-Boolean problems was designed more than 20 years
ago, when proof logging was not a standard feature, but the fine-grained event-driven design
allows for precise visualization and remote control of solver behaviour [7]. As such, when
DRUP proof logging became mandatory in the SAT 2013 competition, including support
for this was very fast. In 2024 incremental proof logging with IDRUP [35] was added. Such
support for incremental solver calls also paved the way for proof logging for optimization.

The Sat4j optimization engine uses linear solution-improving search, for which proof
logging is straightforward. However, for the conflict analysis the solver has two versions Sat4j
Resolution with SAT-style, clausal, reasoning and Sat4j Cutting Planes with cutting-planes-
based reasoning. Proof logging for SAT conflict analysis is easy to implement with RUP
statements and is robust to syntactic changes of the underlying constraints, but dealing with
cutting planes derivations requires exact control of the syntactic representation of constraints.

Sat4j inherits from MiniSat [29] that the constraints are simplified during parsing, so
that, e.g., satisfied constraints are ignored and variables with fixed values are removed from
constraints. In addition, unit propagation and saturation are applied. RUP proofs can
essentially be written as if these simplifications were not performed, but explicit cutting
planes proofs quickly fail when there is a mismatch between the original input constraint and
the simplified constraint stored in the constraint database. Dealing with this turns out to be
a formidable challenge. Sat4j has more than 30 different implementations of constraints with
individual simplification rules, and any changes to the 15-20-year-old code must be limited
so that none of the many software packages that depend on the solver breaks.

The @-labels for constraints discussed in Section 2.2 make book-keeping easier, in that
we can represent falsified literals xj = 0 by unit constraints xj ≥ 1, which we can derive by
RUP and give labels @xj. Removing a falsified literal then amounts to adding @xj to the
constraint, whereas satisfied literals can simply be removed by weakening.

To illustrate how this works, suppose that the Mth input constraint read by Sat4j
is 6x1 + 2x2 + x3 + x4 ≥ 5 and that x4 = 0 is already known at this point. Then the
falsified literal x4 is removed to derive 6x1 + 2x2 + x3 ≥ 5; saturation is applied to yield
5x1 + 2x2 + x3 ≥ 5; and finally x1 = 1 is propagated. The first two steps yields proof lines

@x4 rup 1 ~x4 >= 1 x4 ≥ 1 (59)
@M pol M @x4 + s 5x1 + 2x2 + x3 ≥ 5 (60)

while the unit x1 ≥ 1 is only derived later when needed. Note that because of the intermediate
derivations the simplified version of the Mth input constraint will not get constraint ID M ,
but by defining the label @M we can avoid having to keep track of the exact number.

Continuing our example, suppose that the solver later reads the Nth input constraint
3x1 + 2x2 + 2x3 + x4 + 2x5 ≥ 3. Then the solver simplifies this to 2x2 + 2x3 + 2x5 ≥ 2, which
is semantically equivalent to the clause x2 ∨ x3 ∨ x5, and justifies this with the proof steps

@x1 rup 1 x1 >= 1 x1 ≥ 1 (61)
@N pol N @x1 3 * + x4 w 2x2 + 2x3 + 2x5 ≥ 2 (62)

Using labels for input constraints and fixed literals make proof generation in Sat4j significantly
simpler in that we just use a flag to keep track of whether the Nth constraint was simplified
or not, and to refer to this constraint by @N or N accordingly. Another helpful VeriPB feature
during implementation was that the proof can be terminated at any time and checked for
correctness with respect to the upper and lower bound on the objective known at that time.
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5.2 Proof Logging in RoundingSat
An important part of making the proof logging in RoundingSat efficient is to deal with fixed
variable assignments x ≥ 1 or x ≤ 0 inferred by the solver (i.e., unit constraints). As in
several previous works (e.g., [6, 30, 38, 50]), our work on implementing proof logging helped
us find and eliminate bugs which previous extensive testing had failed to detect.

RoundingSat simplifies all derived constraints C
.=

∑
i aiℓi ≥ A by removing unit

constraints. Satisfied literals ℓi ≥ 1 can just be weakened away, but falsified literals ℓj ≤ 0
require a justification. Adding aj · (ℓj ≤ 0) to C for all falsified literals causes performance
issues during proof checking. A better solution turns out to be to derive the fully simplified
version of C in one go using a RUP statement annotated with the units ℓj ≤ 0 used.

In contrast to constraints learned during conflict analysis, unit constraints are typically
discovered during propagation before the solver has made any decisions (i.e., at decision
level 0). To see why proof logging for this scenario requires care, consider the constraints

C1
.= x2 + x3 + 2x4 + 2x5 + 4x6 ≥ 7 (63)

C2
.= x1 + x2 + 2x3 + 2x4 + 4x5 + 4x6 ≥ 7 (64)

unit propagating x6 = 1, x5 = 0, x4 = 1, x3 = 0, x2 = 1, and x1 = 0 in that order. Explicit
cutting planes derivations of these units would require adding all previous unit constraints
to either C1 or C2, yielding a quadratic number of steps overall. And this is not just a
theoretical pathological case—we observed instances where constraints propagated many
units and where writing proofs for such units dominated the cost of proof logging. What
we do instead is to derive such units using annotated RUP, explicitly mentioning which
constraints are needed for propagation. While checking such RUP steps can in theory incur a
linear overhead for “ping-ponging” propagations as between constraints (63) and (64) above,
this does not seem to be a problem in practice.

The fact that cutting planes proof depends on the exact syntactic representation of
constraints is not only a source of complications, as discussed in Section 5.1, but can also
help detect bugs, including mistakes that do not affect soundness but makes solver reasoning
weaker than it should. When generating MIR cuts as in (12), RoundingSat computed the
coefficient

(
ai

d + 1
)
(A mod d) for ℓi when d | ai and ai < 0 instead of the correct value

ai

d (A mod d). Since the resulting coefficient is always larger, this is not unsound, but yields
a weaker constraint than intended. This was discovered since the constraint derived in the
proof did not match what was in the solver constraint database.

Another example, which is related to the discussion at the end of Section 4, is that when an
objective upper bound f ≤ UB is known and X is a linear form such that f −wX ≥ 0 holds,
then the solver derived X ≤ ⌊UB/w⌋. However, in this scenario the constraint database in
fact contains the solution-improving constraint f ≤ UB − 1, and so the solver should infer
the stronger constraint X ≤ ⌊(UB − 1)/w⌋ instead. This was again discovered thanks to a
mismatch between proof log and constraint database.

5.3 Optimizations in VeriPB
We have done substantial work on VeriPB to improve performance and robustness of proof
checking and elaboration. Much of this concerns technical implementation details that are
hard to explain briefly, but we try to give two examples below.

To make it convenient to log solutions with the sol and soli rules, VeriPB is guaranteed to
apply unit propagation before checking that the provided assignment satisfies all constraints.
Such propagation can cause substantial overhead, especially when solutions are logged
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frequently during optimization. Since pseudo-Boolean solvers can easily specify the full
assignment to all variables, we modified the default behaviour of VeriPB to check first if the
provided assignment satisfies all constraints before applying unit propagation.

We have also improved autoproving, i.e., the ability of VeriPB to automatically infer
constraints, by changing the syntactic implication check so that it first applies unit propagation
to the premises. Such autoproving is crucial to be able to minimize the size of the generated
proofs, especially for strengthening rules, but involves delicate trade-offs with performance.

5.4 Optimizations in CakePB
Significant effort has also been invested to speed up CakePB and to update the formal
verification following our code changes. The verification shows that, upon successful proof
checking by CakePB, the conclusions of the proof log are sound with respect to the semantics
of the input decision or optimization problem. Formally verified compilation [67] extends this
guarantee all the way to the CakePB machine code (see [39, Section 3.3] for more details).

The CakePB updates include implementing and verifying standard code optimizations
such as introducing tail recursion and carefully choosing data structures, but below we discuss
some more interesting changes specific to pseudo-Boolean proof checking.

1. RUP with annotations: In prior work [49], VeriPB elaborated RUP steps into
cutting planes proofs to be checked by CakePB. This meant that VeriPB expanded RUP
statements to cutting planes derivations, which CakePB then checked using its general
procedure for cutting planes. A much more efficient approach is for CakePB to support
annotated RUP steps, which include a list of constraints in the order they propagate.
The verified RUP implementation in CakePB tracks these propagations with a mutable
bitset, which allows units to be calculated in linear passes over the annotated constraints.

2. Simplifications for cutting planes proofs: CakePB now makes a syntactic simplifica-
tion pass on pol lines, where adjacent literal weakening steps are merged into a single
simultaneous step internally, and adjacent additions of literal axioms (possibly multiplied
by constants) are also merged. In this way CakePB can use a single pass over the resulting
merged step to carry out all these operations.

3. Space-efficient occurrence mapping: CakePB tracks a mapping from variables to the
IDs of all constraints containing them [49]; this is used as an efficient heuristic for skipping
proof obligations in strengthening rules. However, such a mapping is space-inefficient
as many of the variables are never looked up. Our new heuristic instead tracks only a
fixed number of constraints per variable. We also changed the mapping to use an in-place
array-based representation as opposed to the previous, purely functional implementation.

6 Experiments

We have run experiments on the 397 decision instances and 478 optimization instances in
the Pseudo-Boolean Competition 2024 [62] on hardware with i5-1145G7 CPUs, 14GB of
available RAM, a 100GB solid state drive as storage, and Rocky Linux 8.10 as operating
system. We first ran the solvers without proof logging to establish a baseline, and only kept
instances solved within a one-hour time limit. We then ran solvers with proof logging, had
VeriPB elaborate the proofs, and fed them to the formally verified checker CakePB. Noise
due to very small running times was smoothed by computing all ratios as (1 + x)/(1 + y).

Sat4j Cutting Planes (Figure 1) solves 199 decision and 123 optimization instances.
The worst overhead for proof generation is 51.7%; 95% of the instances have an overhead
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Figure 1 Sat4j Cutting Planes overhead for proof logging and logging versus checking time.
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Figure 2 Sat4j Resolution overhead for proof logging and logging versus checking time.

below 14.2%; and the median is 2.6%. All instances are successfully checked within 6,158s.
The worst ratio of checking to solving time is 3.83; 95% of the instances are checked within a
factor 1.60, and the median is a factor 0.54, which is even faster than solving.

Sat4j Resolution (Figure 2) solves 243 decision and 123 optimization instances. The
worst proof logging overhead is 71%; 95% of the instances have an overhead below 42%; and
the median is 9.7%. For 3 instances, VeriPB times out after 10h. The worst ratio of proof
checking time compared to solving time is a whopping 338. However, 95% of the instances
are checked within a factor 20.9; and the median is a factor 1.33. The main reason for the
much larger overheads for checking is that Sat4j Resolution essentially writes SAT-style
DRAT proofs using RUP steps without annotations. This means that VeriPB has to perform
propagation for every clause learned, but pseudo-Boolean propagation is more expensive
than clausal propagation and VeriPB has no special handling of clausal proofs.

RoundingSat (Figure 3) solves 297 decision and 258 optimization instances. The worst
proof logging overhead is 46.2%; 95% of the instances have an overhead below 21.1%; and
the median is 2.7%. One optimization instance cannot be elaborated by VeriPB because the
proofs exceed the 100GB of available disk space. On 3 decision and 4 optimization instances
VeriPB runs out of memory, and on a further 1 decision and 1 optimization instance CakePB
does. All remaining instances are checked within 11,730s. The worst ratio of checking to
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Figure 3 RoundingSat overhead for proof logging and logging versus checking time.

solving time is 19.17; 95% of the instances are checked within a factor 9.22; and the median
is a factor 1.43. This is arguably quite close to what would be expected of SAT proof logging.

7 Concluding Remarks

In this work, we present a practically feasible and fully formally verified toolchain based on
VeriPB and CakePB for certified pseudo-Boolean solving and optimization. Our work covers
the full range of techniques in the state-of-the-art solvers RoundingSat and Sat4j, and so
should be eminently possible to adapt to other pseudo-Boolean solvers.

From a solver author perspective, however, a key concern for adoption of proof logging
is ease of use. One of the lessons learned from our work is that proof logging for basic
constraint simplifications such as removing fixed variables is both common and surprisingly
tricky to implement correctly and efficiently. Further investigations are warranted into how
such simplifications could be handled more smoothly in the proof system. Also, adding a
proof rule for mixed integer rounding (MIR) cuts would greatly simplify the proof logging
for solvers that employ MIR cut generation techniques from mixed integer programming.

Regarding VeriPB performance, a substantial amount of time is spent on writing and
parsing files. Introducing a binary file format for pseudo-Boolean formulas and proofs would
alleviate this issue. Checking reverse unit propagation (RUP) steps is another bottleneck. For
Sat4j Resolution the obvious remedy would be to implement RUP with annotations. In general,
more sophisticated propagation algorithms [24, 59] would probably be helpful. However, for
SAT-like proofs with DRAT -style, non-annotated, RUP steps, implementing a dedicated
clausal checker along the lines of [71] inside VeriPB appears to be the best way to get truly
efficient proof checking, but this seems like an engineering rather than a research problem.

For verified proof checking with CakePB, working on PB solving has led to several improve-
ments on top of earlier optimizations for subgraph solving [39] and MaxSAT preprocessing [49].
Profiling shows the potential for further efficiency gains in checking strengthening steps
and cutting planes derivations. Parallelizing the proof elaboration by VeriPB and checking by
CakePB also seems worth exploring, especially since both tools support streaming proof files.

To the best of our knowledge, we present the first certified solving toolchain for an optimiz-
ation problem beyond SAT with performance approaching that of SAT proof logging tools. We
are hopeful that our work could point the way towards practically feasible certified solving also
for stronger paradigms such as constraint programming and mixed integer programming.
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Algorithm 1 MIR cut generation in RoundingSat.

input : Set of indices J , list C⃗ of constraints Cj
.=

∑
jaijxj ≥ Aj for j ∈ J ,

list λ⃗ of multipliers λj ∈ Z for j ∈ J , divisor d ∈ N+, variable set P

1 CutGeneration(J, C⃗, λ⃗, d, P ) :
2 for j ∈ J do
3 define C ′

j
.=

∑
jaijxj − sj = Aj ; // Introduce slack variables

4 D ←
∑

j λjC ′
j ;

5 partially weaken xi for all i ∈ P ;
6 B ← RHS(D);
7 D ← MIR(D, d);
8 for j ∈ J do
9 add M(−λj , d, B mod d) times C ′

j to D ; // Cancel slack variables

10 return D;

A Proof Logging for MIR Cut Generation

We start by analyzing the cut computed by RoundingSat, as summarized in Algorithm 1.
Let inequalities Cj

.=
∑

i aijxi ≥ Aj , multipliers λj , and a divisor d be given. We introduce
an integer-valued integral slack variable sj ≥ 0 for each constraint Cj to get the equality
C ′

j
.=

∑
i aijxi − sj = Aj . The constraint D

.=
∑

j λjC ′
j can then, after grouping terms by

variable, be written as∑
i

(∑
j

λjaij

)
xi −

∑
j

λjsj =
∑

j
λjAj . (65)

Write b′
i =

∑
j λjaij and let P be the set of variables on which we partially weaken (which

means that we add literal axioms to reduce the coefficients of the variables in P to the largest
smaller multiple of the divisor d). Partially weakening on the variables in P yields∑

i ̸∈P
b′

ixi +
∑

i∈P
d
⌊b′

i

d

⌋
xi +

∑
j
(−λj)sj =

∑
j

λjAj −
∑

i∈P
(b′

i mod d). (66)

Write B =
∑

j λjAj −
∑

i∈P (b′
i mod d), and let bi = b′

i for i ̸∈ P and bi = d⌊b′
i/d⌋ for i ∈ P .

Next, we apply a MIR cut with divisor d. Write H = B mod d, and write M(a, d, H) =
⌊a/d⌋H + min(a mod d, H). This yields:∑

i
M(bi, d, H)xi +

∑
j

M(−λj , d, H)sj ≥ ⌈B/d⌉H. (67)

We now cancel the integral slack variables by adding∑
j

M(−λj , d, H)
(∑

i
aijxi − sj

)
=

∑
j

M(−λj , d, H)Aj . (68)

Write fi =
∑

j M(−λj , d, H)aij and F =
∑

j M(−λj , d, H)Aj . Then this yields∑
i

(
M(bi, d, H) + fi

)
xi ≥ ⌈B/d⌉H + F, (69)

which is the final cut derived by RoundingSat and returned by Algorithm 1.
We note that the cut only depends on the values of the multipliers modulo d. Hence, we

may assume without loss of generality that 0 ≤ λj ≤ d− 1 for all j. We now show how to
proof log the cut. We prove (69) by contradiction. The negation of (69) is given by∑

i
(−M(bi, d, H)− fi) xi ≥ −⌈B/d⌉H − F + 1. (70)
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Write δ = d−H and µj = −M(−λj , d, H). We now want to add constraint Cj with multiplier
λj −µj − δ1µj>0, which we show to be nonnegative in Lemma 1. Intuitively, the −µj cancels
out the fi and F in (70), while we need the −δ1µj>0 later on to cancel the fi again.

▶ Lemma 1. We have λj − µj − δ1µj>0 ≥ 0.

Proof. If λj = 0, then µj = 0 and hence the claim follows.
Otherwise, we have 0 ≤ d− λj ≤ d− 1, and hence (−λj) mod d = d− λj .
If 0 < λj ≤ δ, then d− λj ≥ H, so µj = M(−λj , d, H) = −H + min(d− λj , H) = 0 and

hence λj − µj − (d−H)1µj>0 = λj ≥ 0, as required.
If λj > δ, we have M(−λj , d, H) = −H + min(d− λj , H) = −H + d− λj > 0. Then we

have λj − µj − δ1µj>0 = λj −H + d− λj − (d−H) = 0, as required. ◀

Let T = {j : µj > 0}. Since
∑

j λjCj
.=

∑
i

(∑
j λjaij

)
xi ≥

∑
j λjAj

.=
∑

i b′
ixi ≥

∑
j λjAj

and similarly −
∑

j µjCj
.=

∑
i

(∑
j(−µj)aij

)
xi ≥

∑
j(−µj)Aj

.=
∑

i fixi ≥ F , we can
write the constraint

∑
j(λj − µj − δ1µj>0)Cj as∑

i
(b′

i + fi)xi − δ
∑

j∈T

∑
i
aijxi ≥

∑
j

λjAj + F − δ
∑

j∈T
Aj . (71)

We partially weaken this on variables in P by adding
∑

i∈P (b′
i mod d)xi ≥ 0, to obtain∑

i
(bi + fi)xi − δ

∑
j∈T

∑
i
aijxi ≥ B + F − δ

∑
j∈T

Aj . (72)

Hence, adding this to Equation (70) yields∑
i
(bi −M(bi, d, H)) xi − δ

∑
j∈T

∑
i
aijxi ≥ B − ⌈B/d⌉H + 1− δ

∑
j∈T

Aj . (73)

To analyze this, we write bi = gid + hi with 0 ≤ hi ≤ d− 1. Note that M(gid + hi, d, H) =
giH + min(hi, H). Also, we have B − ⌈B/d⌉H = Gd + H − (G + 1)H = G(d −H) = Gδ.
Hence, we can write Equation (73) as∑

i

(
giδ + hi −min(hi, H)

)
xi − δ

∑
j∈T

∑
i
aijxi ≥ Gδ + 1− δ

∑
j∈T

Aj . (74)

We now apply the division rule with divisor δ = d−H (which is possible since H < d). To
compute the result, write S = {i : hi > H}. If i ∈ S, then

giδ < giδ + hi −min(hi, H) < (gi + 1)δ,

since hi < d. Hence,
⌈

giδ+hi−min(hi,H)
δ

⌉
= gi + 1. On the other hand, if i ̸∈ S, then

hi −min(hi, H) = 0 so
⌈

giδ+hi−min(hi,H)
δ

⌉
= gi. Hence, the result is∑

i
gixi +

∑
i∈S

xi −
∑

j∈T

∑
i
aijxi ≥ G + 1−

∑
j∈T

Aj . (75)

Here, we use that all coefficients in −δ
∑

j∈T

∑
i aijxi are divisible by δ, and hence do not

affect the division of the xi, even though the variables overlap. However, this division
potentially not in normalized form. Nevertheless, any division which is not in normalized
form can be simulated in VeriPB by applying partial weakening before dividing.

We now proceed by showing how we can combine Equation (70) with Equation (75) to
derive a contradiction. In the newly introduced notation, we can write Equation (70) as

−
∑

i
(giH + min(hi, H)) xi −

∑
i
fixi ≥ −(G + 1)H − F + 1, (76)
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where we have also rewritten the terms involving the fi in variable form.
Multiplying Equation (75) with H and adding it to Equation (76) yields

−
∑

i ̸∈S
hixi +

∑
i

(
−fi −H

∑
j∈T

aij

)
xi ≥ −F −H

∑
j∈T

Aj + 1. (77)

Note that we can write fi = −
∑

j aijµj and F = −
∑

j Ajµj , which yields

−
∑

i ̸∈S
hixi +

∑
i

∑
j∈T

(µj −H)aijxi ≥
∑

j∈T
(µj −H)Aj + 1. (78)

Since µj ≤ H, we have H − µj ≥ 0. Hence, we can add Cj with multiplier H − µj ≥ 0 for
all j with µj > 0 to Equation (78), which yields −

∑
i ̸∈S hixi ≥ 1. Since hi ≥ 0, this yields a

contradiction by adding literal axioms xi ≥ 0.

B Core-Guided PB Logging

In this section use XS as a shortcut to denote
∑

S xi. We do not normalise constraints. We
assume without loss of generality that all weights and literals in the objective are positive, so
we can write fo

.=
∑

wixi.
During optimization we repeatedly call the solver with assumptions. Learned constraints

are logged in the standard way. The solver might return in either of two states. If the solver
found a solution, we log it using the soli rule and obtain a solution-improving constraint
fo ≤ u− 1. Otherwise the solver finds the assumptions are contradictory. We process the
contradiction into a cardinality constraint

∑
i∈S xi ≥ d, or XS ≥ d for short, which we log

and call the “core lower bound” constraint. We use this to reformulate the objective.

▶ Lemma 2. The core lower bound is derivable with standard conflict analysis.

To do this we introduce counting variables yj for j ∈ [0, |S|] with intended semantics
yj = JXS ≥ jK. Then we can reformulate the objective to fr

.= fo−w∆K where ∆K
.= XS−Y .

Observe that ∆K = 0, hence the objective does not change. We call a triple (S, d, w) a core,
and denote the set of all cores by K.

Taking all cores into account, we have ∆ .=
∑

K∈K ∆K = 0, which we can use to log
objective lower bounds fo ≥ ℓ and to translate solution-improving constraints fo ≤ u for the
original objective into solution-improving constraints fr ≤ u for the reformulated objective.
Observe that we only use the fact that the reformulated objective lower bounds the original
objective, in other words fr ≤ fo or ∆ ≥ 0. We call such constraint the “global reformulation
constraint”, and we discuss how to derive it later.

In principle we might have |S| + 1 counting variables, but fewer variables are enough.
Since XS ≥ d, we already know that yi = 1 for i ≤ d. Similarly, if we have an upper bound
on the core of the form u ≥ XS , then we also know that Y>u = 0, i.e., yi = 0 for i > u.

We always have a trivial upper bound of the form |S| ≥ XS , but sometimes we can obtain
a better bound from the solution-improving constraint. Let the “objective-to-core” constraint
be fo − wXS ≥ 0. If we have fo ≤ u, we have XS ≤ ⌊u/w⌋. If ⌊u/w⌋ < |S| then we log this
constraint as the “core upper bound” constraint.

▶ Lemma 3. The objective-to-core constraint is derivable from the global reformulation
constraint.

Proof. We have fr − wXS ≥ 0 trivially. We add ∆ ≥ 0 and obtain fo − wXS ≥ 0. ◀
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It is worth mentioning that, as an optimization, we delay logging this constraint until the
time it is needed, if at all. This means that the reformulated objective may have changed
in the meantime, and the actual way in which we log the objective-to-core constraint is by
marking it as syntactically implied from ∆ ≥ 0.

▶ Lemma 4. The core upper bound is derivable from the solution-improving constraint and
the objective-to-core constraint.

Proof. We add fo ≤ u and fo − wXS ≥ 0 and obtain wXS ≤ u. Then we divide by w. ◀

Another use of the global reformulation constraint is hardening. Given the objective
improving constraint fr ≤ u, any literal appearing in fr with coefficient larger than u can be
fixed to 0. We log such constraints by RUP.

How to proceed depends on how we encode yj = JXS ≥ jK.

B.1 Eager Encoding

With an eager encoding we reformulate the objective to fr
.= fo − w∆K where ∆K

.=
XS − Y

.= XS − Y[d+1,u] − d. We need to derive an upper and a lower bound on ∆K .

▶ Lemma 5. The at-most constraint ∆K ≤ 0 is derivable from the core upper bound.

Proof. We derive Y[d+1,u] + d ≥ XS by redundance with witness Y[d+1,u] 7→ 1. Previously
derived constraints are syntactically untouched by the witness and do not need proving. The
conclusion becomes u ≥ XS , which is syntactically identical to the core upper bound. ◀

▶ Lemma 6. The at-least constraint ∆K ≥ 0 is derivable from the core lower bound.

Proof. For j = d + 1, . . . , u, we derive XS ≥ Y[d+1,j] + d by redundance with witness yj 7→ 0.
Previous constraints are untouched. The at-most constraint becomes Y[d+i,u]\{j} + d ≥ XS ,
which is a weakening of the negated conclusion Y[d+1,j] + d− 1 ≥ XS . Intermediate at-least
constraints are untouched. The conclusion becomes XS ≥ Y[d+1,j) + d, which is either
syntactically identical to the core lower bound if j = d + 1, or to the previous intermediate
at-least constraint otherwise.

We delete all intermediate at-least constraints at the end. ◀

Note that we do not use a single application of the redundance rule with witness
Y[d+1,u] 7→ 0 because the negation of the at-least constraint does not necessarily imply the
at-most constraint after applying the witness substitution.

▶ Lemma 7. The ordering constraints yj ≥ yj+1 are derivable.

Proof. For j = d + 1, . . . , u − 1 we derive yj ≥ yj+1 by redundance with witness yj+1 7→
yj 7→ yj−1 7→ · · · 7→ yd+1 7→ yj+1. Its negation propagates yj = 0 and yj+1 = 1. The at-least
and at-most constraints are mapped to themselves. yd+1 ≥ yd+2 is mapped to yj+1 ≥ yd+1,
which is satisfied by unit propagation. Other previous ordering constraints are mapped
to (different) previous ordering constraints. The conclusion is also mapped to a previous
ordering constraint. ◀

CP 2025
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B.2 Reified Encoding
Since introducing many variables at once may slow down the solver, an alternative to an
eager encoding is to use a lazy encoding, where we introduce counting variables one by one
on demand.

That is, instead of ∆K , we subtract ∆(j)
K

.= XS − Y[d+1,d+j] − d from the objective.
Observe that ∆(j)

K ≥ 0, hence the reformulated objective still lower bounds the original
objective, even though they might no longer be equal.

We begin by introducing a new variable yd+1, and two constraints yd+1 → JXS ≥ d + 1K
and JXS ≥ d + 1K → yd+1. As linear constraints, these correspond to XS ≥ yd+1 + d (“at
least”) and XS ≤ (u− d)yd+1 + d (“at most”) respectively.

If we remove the counting variable from the objective during a subsequent objective
reformulation, then the core would become useless and we would not be able to prove an exact
lower bound on the objective. Therefore, in that case, we introduce a new counting variable
and the relevant constraints, namely XS ≥ jyd+j +d and XS ≤ (u−d− j +1)yd+j +d+ j−1.
We write ξ = (u− d− j + 1).

▶ Lemma 8. The at-most constraint is derivable from the core upper bound.

Proof. We derive ξyd+j −XS ≥ −d− j + 1 by redundance with witness yd+j 7→ 1. Previous
constraints are untouched. The conclusion becomes u−XS ≥ 0, which is trivial for u = |S|
and syntactially identical to the core upper bound otherwise. ◀

▶ Lemma 9. The at-least constraint is derivable from the core lower bound.

Proof. We derive XS−jyd+j ≥ d by redundance with witness yd+j 7→ 0. Previous constraints
are untouched. The at-most constraint becomes −XS ≥ −d− j + 1, which is a weakening of
the negated conclusion −XS + jyd+1 ≥ −d + 1. The conclusion becomes XS ≥ d, which is
syntactically identical to the core lower bound. ◀

▶ Lemma 10. The ordering constraint yj ≥ yj+1 is derivable from the at-least and previous
at-most constraints.

Proof. Add the at-least and the previous at-most constraints. Then divide by a large enough
number such as |S|. ◀

The local reformulation constraint changes each time that we introduce a variable. The
first constraint is ∆(1)

K
.= XS − yd+1 − d ≥ 0, which is syntactically identical to the at-least

constraint. Subsequent reformulation constraints need to be derived.

▶ Lemma 11. The local reformulation constraint ∆(j)
K is derivable from the at-most constraint

and ∆(j−1)
K .

Proof. Take a linear combination of (j − 1)∆(j−1)
K and the at-most constraint. Then divide

by j. ◀

Observe that on a lazy encoding, bounds on the core need not stay constant. If we find
better solutions, we may end up with better upper bounds. In that case we need to rederive
the core upper bound. Note that the objective might have changed in the meantime, but
the objective-to-core constraint already takes that into account by using the reformulation
constraint from the time the core was found.

In general, a better core upper bound will be taken automatically into account when a
new variable is introduced. However, it may be that the new upper bound makes introducing
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new variables unnecessary. In that case we have d + j = u, and we may improve the last
at-most constraint to XS ≤ yd+j + d + j − 1 = yd+j + u− 1 instead.

▶ Lemma 12. The improved at-most constraint is derivable from the core upper bound and
the at-most constraint.

Proof. Take a linear combination of (ξ − 1)(XS ≤ u) and the at-most constraint. Then
divide by ξ. ◀

B.3 Lazy Sum Encoding
The lazy sum encoding follows the same principles as the reified encoding, but we use stronger
at-most and at-least constraints for subsequent counter variables. Instead of XS ≥ jyd+j + d

we have XS ≥ Y[d+1,d+j] + d, and instead of XS ≤ (u− d− j + 1)yd+j + d + j − 1 we have
XS ≤ (u− d− j + 1)yd+j + Y[d+1,d+j−1] + d. Observe that we can derive the reified at-least
constraint as a linear combination of its lazy sum counterpart and ordering constraints, and
that the reified at-most constraint is a weakening of the lazy-sum at-most constraint.

The first at-least and at-most constraints are derived identically to the reified case.
Subsequent constraints are derived as follows.

▶ Lemma 13. The at-most constraint is derivable from the previous at-most constraint.

Proof. We derive ξyd+j +Y[d+1,d+j−1]−XS ≥ −d by redundance with witness yd+j 7→ yd+j−1.
Previous constraints are untouched. The conclusion becomes syntactically identical to the
previous at-most constraint. ◀

▶ Lemma 14. The at-least constraint is derivable from the previous at-least constraint.

Proof. We derive XS − Yd+1,d+j ≥ d by redundance with witness yd+j 7→ 0. Previous
constraints are untouched. The at-most constraint becomes Y[d+1,d+j−1] −XS ≥ −d, which
is a weakening of the negated conclusion −XS + Yd+1,d+j ≥ −d + 1. The conclusion becomes
syntactically identical to the previous at-least constraint. ◀

The ordering constraint yj ≥ yj+1 is derivable from the at-least and previous at-most
constraints identically to the reified case. The local reformulation constraint is always
identical to the at-least constraint and does not need to be derived.

We need to handle updated core upper bounds in a different way since logging the at-most
constraint depends on the previous at-most constraint, which is based on a different core
upper bound. What we do instead is to first derive an improvement of the previous at-most
constraint, and then log the current at-most constraint as usual.

▶ Lemma 15. The improved at-most constraint is derivable from the core upper bound, the
ordering constraints, and the at-most constraint.

Proof. Let d be the core lower bound. Let u = ξ + d be the previous core upper bound (so
ξ is the previous expected number of counting variables). Let u′ = η + d be the new core
upper bound (so η is the new expected number of counting variables).

We derive XS ≤ (η − j + 1)yd+j + Y[d+1,d+j−1] + d by redundance with an empty
witness. We add the current at-most constraint and the negation of the conclusion to obtain
(u− u′)yd+j ≥ 1, which we saturate to yd+j ≥ 1. The ordering constraints then propagate
yd+1 = · · · = yd+j = 1. We take a linear combination of these and XS ≤ u to obtain the
conclusion. ◀
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